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Executive Summary 

The overall aim of the ENCASE project is to leverage the latest advances in usable security and 

privacy-preserving technologies, in order to design and implement a browser-based user-centric 

architecture for the protection of minors (age 10-18) from malicious actors in online social 

networks.  

This deliverable D6.1 - “Design and implementation of in-browser content analysis filter” is 

realized within the context of the Task T6.1 - “Automatic detection of sensitive personal content”. 

This Task aims to develop sophisticated content analysis algorithms able to automatically detect 

contents, including text, images, and videos, that may contain user private data that could 

eventually pose a risk to the integrity and safety of the user.  

The main objectives of the aforementioned Task are:  

a) the generation of annotated training/tests set that would can be used for training/testing 

the algorithms to be developed;  

b) the determination of key image processing tasks in relation to the detection of private 

content (e.g., face recognition, expression recognition, body pose recognition, and nudity 

detection);  

c) the development of algorithms for each of the aforementioned image interpretation tasks;  

d) the development of the computational linguistics and NLP algorithms to analyze the 

content of the communication between users (messages or newsfeed posts) for evidence of 

sensitive content (e.g., address information); 

e) and the integration of the developed algorithms in a content analysis filter (CAF) installed 

on user's browsers, so that an on-line user is warned when content that could potentially 

contain private data is being uploaded from her browser on an OSN or appears on other 

users’ newsfeeds.  

This document describes in detail and demonstrates the progress made towards automatically 

detecting this threat, with specific emphasis to the algorithms implemented to be included in the 

aforementioned in-browser filter.  
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1. Introduction 

Nowadays, there is increasing evidence that malicious activities performed through the web, 

implying cyberbullying, sexual predation, distressed or aggressive behaviour, and more, are 

actually widespread, and that minors in the age 10-18 are the preferred victims of such kind of 

acts. These issues have been for long underreported, often leading to dramatic consequences. For 

instance, episodes of severe school violence have ignited global concern for the safety of school 

children over the last decade. Such concern has stimulated research about cyber-bullying and 

numerous other related activities. 

Bullying occurs when someone, who is stronger, either physically or emotionally, uses his or her 

power to intimidate, threaten, or blackmail others. Traditionally, bullying among minors has taken 

place throughout the school day, and children could retreat to the safety of their homes once the 

school bell rang. Whereas bullying was once believed to be harmless playground behaviour, it is 

now known to have long-lasting harmful effects, for both the victim and the bully. Actually, 

minors who experienced bullying, both as a victim and an offender, had significantly lower self-

esteem than those who had little or no experience with it. Bullying impacts students’ wellbeing, 

schooling, and peer relationships. 

With the growth of digital technology, the methods used by bullies have changed dramatically. 

The use of e-mail, mobile phone text messaging, mobile phone calls, mobile phone cameras, chat 

rooms, and especially online social networks (OSNs), has taken the concept of bullying to a new, 

heightened level, i.e., which can occur 24 hours a day, 7 days a week.  

A non-inclusive list of the possible scenarios a minor may face nowadays is reported as follows: 

 cyber-harassment involves repeatedly sending nasty, mean, and insulting messages; making 

fun of others or calling them with hurtful names; completely ignoring and excluding others 

from social groups; telling lies or spreading false rumors for another individual. Harassment 

by proxy happens when cyberbullies get someone else (or several people) to do their dirty 

work, or when a bully intentionally provokes a victim to lash back to get the victim in 

trouble. Harassment through the web may imply also the presence of an adult. 

Within this category, we can mention with more detail: 

o cyberstalking, consisting in sending abusive messages repeatedly through the 

Internet or by using a mobile phone. The messages are often threatening in nature, 

and instil fear that the stalking might move offline and into the target's real life, even 

becoming physically threatening; 
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o denigration, implying sending or posting gossip or rumors about a person to damage 

his or her reputation or friendships 

 falsify identity occurs when the offender hacks another's account, and begins posting 

content or pictures aimed at causing embarrassment or reputation damage to the victim, 

often resulting in isolating the victim from others; 

 flaming refers to arguments or messages sent through electronic communication (chat 

rooms, e-mail, instant messenger, etc.), supplemented with graphics, specific images, and 

harsh language to drive home a point. Examples include photo and video postings and 

sexting;  

 masquerading/impersonation is a sophisticated form of cyberbullying in which an individual 

creates a false identity and harasses another while pretending to be someone else. 

Masquerading or impersonation can include theft of another person’s login information to 

broadcast harassing or humiliating information about the target online. Pretending to be 

someone else and sending or posting material to get that person in trouble or danger or to 

damage that person’s reputation or friendships; 

 online grooming happens when a predator builds an online relationship with a child by 

giving compliments, or a "shoulder to lean on", or sending gifts until the child trusts the 

predator. Typical 'grooming" lines include: 

a) where is the computer in the house? 

b) are your parents around much? 

c) you can always talk to me. 

d) I'm always here for you.  

e) you don't deserve how they treat you. 

f) you have a great personality. 

g) you're beautiful. You should be a model.  

 outing consists in an individual disclosing private information online to friends that is then 

disseminated over the web through social web sites and/or mobile phones. That person is 

"outed," with devastating effects. It is often these situations that have led to the teen 

suicides of late, as these targets do not know how to regain control of their lives after such 

broad public humiliation;  

 phishing is an attempt to get your personal information by pretending to be a site you are 

familiar with or trust; 

 sexting is sending sexually explicit messages via cell phone or instant messenger. As 

technology has advanced and cell phones have the capability to record and send photos 

and video, the practice of sending suggestive and explicit pictures has increased especially 

among teens; 
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 trickery means talking someone into revealing secrets or embarrassing information or 

images online. 

Due to the variety of scenarios minors can face, and the vastness of potential menaces they 

should be guarded from, it is very hard for parents and institutions such as schools to control the 

aforementioned behaviours, with a consequent urgent need for automatic methods able to 

detect and possibly avoid all the discussed undesired situations. 

The design of algorithms able to automatically detect contents, including images and videos, that 

may contain user private data that could eventually pose a risk to the integrity and safety of the 

user, is therefore of paramount importance. Specifically, the capability an automatic system 

protecting minors from possible abuses should comprise: 

 the ability of detecting whether personal information are being disclosed; 

 the ability of understanding whether seductive or inappropriate pictures of the minor or of 

others are shared online;  

 the ability to check whether e-mails, or chats, or comments shared through social networks 

contain insults and can be characterized by aggressive behaviour. 

The present document describes feasible solutions which could be implemented through an in-

browser add-on filter, able to perform the aforementioned tasks and warning both the user, as 

well as his/her parents or tutors, of possible misconduct which should be avoided or reported to 

authorities. 

In more detail, Section 2 deals with the architecture proposed for the required content filter. 

Section 3 then specifically considers the scenarios relevant when evaluating text contents sent 

through chat, instant messaging or social networks. Section 4 instead treats the issues associated 

with the detection of personal and sensitive content in images or videos. Brief descriptions of the 

implemented codes are also provided. Eventually, conclusions regarding the performed activities 

are given in Section 5. 

  


























































