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Executive Summary 
The overall aim of ENCASE is to leverage recent advancements in the field of usable security and 

privacy in order to design and implement a browser-based user-centric architecture for the 

protection of minors from malicious actors in online social networks. This architecture comprises 

three distinct browser-add-ons [1]. 

This deliverable, D3.1 “Report on user and societal aspects, and on usability of security and privacy 

OSN systems”, refers to the activities that were carried out as part of task 3.1 and task 3.2 of the 

work package 3 (WP3) of the ENCASE project. The purpose of task 3.1 was to identify the user 

requirements for security and privacy in Online Social Networks (OSNs). The purpose of task 3.2 was 

to study ways to improve user experience and user behavior when faced with security and privacy 

risks. The usability and user-experience of existing security and privacy systems for OSNs has been 

evaluated using query based techniques (questionnaires, interviews, focus groups) and through 

usability studies (observations, eye-tracking studies). 

These requirements will be taken into consideration later in the project for the design guidelines and 

requirements of the ENCASE browser-add-ons. In line with the goals of ENCASE we carried out this 

task through a User-Centered Design approach.  

To complete these tasks six studies were conducted, three in the form of meta-reviews of existing 

literature and three in the form of experimental studies. More specifically the following six studies 

were conducted: 

1. “User behavior and experience when faced with security and privacy risks on OSN” (study 1) 

is an extensive literature review on user behavior and experience when faced with security 

and privacy risks on OSN. 

2. “Meta-review on Cyberbullying” (study 2) is an extensive literature review that focuses on 

user behavior during this important and common online privacy and security issue. 

3. “E-safety in Web 2.0 Learning Environments” (study 3) is a study where we explored the 

research and development pertaining to safety and security in Web 2.0 learning 

environments, as well as a review of web-based tools and applications that attempt to 

address security and privacy issues in OSNs. 

4. “Discovering social bridges in Microblogs” (study 4) where we study the topology of a graph 

towards detecting the so called “social bridges”, i.e. the major supporters of malicious users, 

who have links and ties to both honest and malicious user communities. 

5. “Survey of use of OSNs by minors” (study 5) is a work where we report the results of a 

survey run in Greece, Cyprus, and UK investigating the perceptions and concerns of minor 

users of OSNs in relation to online security and privacy. The participants were 76 teenagers 

(ages 12-17), users of OSNs.  

6. “Usability evaluation of fraud detection systems" (study 6) is a work where we evaluated 

selected software in terms of usability by analyzing user comments and eye tracking 

technology. The participants in this study were parents who interacted with the selected 

software/add-ons and were then asked to rate each software. 
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As a result of our effort in D3.1, the following papers have been published: 

1. Gogoglou, A., Theodosiou, Z., Kounoudes, T., Vakali, A., & Manolopoulos, Y. (2016, 

December). Early malicious activity discovery in microblogs by social bridges detection. In 

Signal Processing and Information Technology (ISSPIT), 2016 IEEE International Symposium 

on (pp. 132-137). IEEE. [106]. 

2. Parmaxi, A., Papadamou, K., Sirivianos, M., & Stamatelatos, M. (2017, July). E-safety in Web 

2.0 Learning Environments: A Research Synthesis and Implications for Researchers and 

Practitioners. In International Conference on Learning and Collaboration Technologies (pp. 

249-261). Springer, Cham. [81]. 

3. Ioannou, A., Blackburn J., Stringhini, G., De Cristofaro, E., Kourtellis N., Sirivianos, M., 

Zaphiris, P. (2017). From Risk Factors to Detection and Intervention: A Metareview and 

Practical Proposal for Research on Cyberbullying, in IST-Africa 2017 [71]. 

This report starts with a Literature Review for the subject of the study including the definitions and 

meanings of Usability, Security and Privacy on OSNs, Sensitive Content and the description of User 

Centred Design. Then it continues with the description and results of the six aforementioned studies.  
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1. Introduction 
The overarching technical goal of the ENCASE project is to provide end-users of the social web with 

tools that safeguard their privacy and their security (virtual and physical). The ENCASE project 

follows a user-centred design (UCD) approach in design and development of the browser add-ons. 

The research in these tasks (T3.1, T3.2), in combination with the upcoming tasks (T3.3) will lead to 

the development of design guidelines for the design of such systems (T3.4). T3.1 objective is to 

understand user’s expectations, needs and concerns with regards to usability, security and privacy of 

sensitive OSN content. T3.2 objective is to study user experience and user behaviour when faced 

with security and privacy risks. 

To meet the objectives of these tasks the following work was conducted and reported in this 

deliverable: 

1. “User behavior and experience when faced with security and privacy risks on OSN” (study 1): 

an extensive literature review on user behavior and experience when faced with security 

and privacy risks on OSN was carried out. 

2. “Meta-review on Cyberbullying” (study 2): is an extensive literature review that looks at user 

behavior when faced with this important and common online privacy and security issue. 

3. “E-safety in Web 2.0 Learning Environments” (study 3): is a work where we explore research 

works regarding the safety and security in Web 2.0 learning environments, as well as a 

review of web-based tools and applications that attempt to address security and privacy 

issues in Online Social Networks. 

4. “Discovering social bridges in Microblogs” (study 4): is a work where we study the topology 

of a graph towards detecting “social bridges”, which are the links and ties to both honest 

and malicious user communities. 

5. “Survey of use of OSNs by minors” (study 5): is a report with the results of a survey run in 

Greece, Cyprus and UK investigating the perceptions and concerns of minor users of OSNs 

regarding online security and privacy.  

6. “Usability evaluation of fraud detection systems” (study 6): is a work where we evaluate 

several software solutions in terms of usability through the analysis of online comments and 

eye tracking technology.  

Our effort on the aforementioned six studies resulted in the following publications: 

1. Gogoglou, A., Theodosiou, Z., Kounoudes, T., Vakali, A., & Manolopoulos, Y. (2016, 

December). Early malicious activity discovery in microblogs by social bridges detection. In 

Signal Processing and Information Technology (ISSPIT), 2016 IEEE International Symposium 

on (pp. 132-137). IEEE. [106]. 

2. Parmaxi, A., Papadamou, K., Sirivianos, M., & Stamatelatos, M. (2017, July). E-safety in Web 

2.0 Learning Environments: A Research Synthesis and Implications for Researchers and 

Practitioners. In International Conference on Learning and Collaboration Technologies (pp. 

249-261). Springer, Cham. [81]. 
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3. Ioannou, A., Blackburn J., Stringhini, G., De Cristofaro, E., Kourtellis N., Sirivianos, M., 

Zaphiris, P. (2017). From Risk Factors to Detection and Intervention: A Metareview and 

Practical Proposal for Research on Cyberbullying, in IST-Africa 2017 [71]. 
 

The remainder of this deliverable is structured as follows: In Section 2, we report the relevant 

literature review. Sections 3-8 are dedicated to the studies that we undertook during Tasks 3.1 and 

3.2. Finally, we conclude in Section 9. 
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2. Literature Review 
Usability, security, and privacy are three different concepts that were studied extensively by many 

researchers worldwide over the past few years. This section provides a clarification of the definitions 

and meanings of these key factors that are underlying this study. Moreover, sub-sections focus on 

the dangers in OSNs, on the security and privacy risks and cyberbullying. 

2.1.  Usability 
The International Organization for Standardization (ISO) defines usability as “the extent to which a 

user can use a product to achieve specified goals with effectiveness, efficiency and satisfaction in a 

specified context” (ISO 9241-11) [2]. Usability meaning, in other words, is "how well and how easily a 

user, without formal training can interact with an information system of a website" [3]. Like many 

other multimedia systems, websites and online platforms such as online social network can be 

assessed in terms of their usability. 

Web evaluation used to test a web page the way it performs. Standard factors to be considered, 

while a website is analysed, are the way the data is organised and provided, and how a user can 

navigate the system and complete his ‘task’ [4]. 

Inside the context of a website usability does not cover only user interface issues, it also includes the 

content or the website, and the features that one system could perform. Bad web design will drive 

user away and give negative reputation to the company, organisation or network, etc [5]. 

Nowadays there are many definitions of the term usability and Human Computer Interaction (HCI). 

Human-Computer Interaction (HCI) is about designing computer systems that support people so that 

they can execute specific activities productively and safely. In HCI language, usability is more focused 

on creating a usable user interface or in other words to make a system easy to learn and easy to use 

[6]. In HCI field, usability is defined by the International Organization for Standardization as the 

effectiveness, efficiency, and satisfaction when using a system. These are the criteria from a human 

interaction perspective for software product standard. Also, the definition focuses on "specified 

users", "achieve specified goals" and "specified context to use" [5]. As stated by Jakob Nielsen 

(2012), usability is a qualitative attribute that tells us how easy something is to use. It is formed by 

five different attributes: learnability, efficiency, memorability, errors and satisfaction. These 

components form the overall experience of usability and usefulness [7]. 

HCI and usability have their origins back in 1980 when the prices of computers fell, so for the first 

time, it became possible for many employees to have their private computer (a.k.a pc). Then with 

the use of pcs in 1980 the users had no education or only a basic training on working with computer 

systems and software programs. However, software design practices continued to implicitly assume 

knowledgeable and competent users, who could understand technical vocabularies and system 

architectures, and they also have the ability to solve problems that arise from computer usage [8]. 

Due to this, usability became soon the key aim for the design of any interactive software that would 

not be used by the general public. It was then when popular phrases such as “user-friendly” entered 

everyday use. Both usability and user-friendliness had been first understood to be an asset of 
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interactive software. Unusable software programs could be made usable through re-design [8]. 

Web usability today is one critical term and a goal for every web design production. There are a lot 

of guidelines and sets of principles of good usability practices in general and for specific web 

usability. One well acknowledges set of rules began to craft during the founding of W3C in 1994. 

W3C provided the WACG (Web content accessibility guidelines) 1.0 in 1994 and 2.0 in 2008. These 

guidelines contain rules about permeability, operability, understandability and robust aspect of the 

content. These rules are highly technical and apply to coding parts of the webpages and the usability 

of the code itself. These rules are highly related to universal usability and good practices to improve 

accessibility [9]. According to Ben Shneiderman, a pioneer in the field of human-computer 

interaction, universal usability concerns "enabling all citizens to succeed using communication and 

information technology in their tasks.” Designers who practice universal usability strive for designs 

that gracefully accommodate a diversity of user needs and circumstances [10]. 

2.2.  Security and Privacy on OSNs 
Privacy is a major concern for OSNs users. Apparently, this concern exists despite the extensive 

range of privacy control mechanisms that OSN users have at their disposal. Privacy in OSNs is a 

complicated issue that has been investigated many times by researchers of HCI and related areas 

focusing on the evaluation of controlling privacy settings on social networks and suggesting new 

prospects [12]. 

Privacy is an important issue in this context because, in most cases, the shared content (e.g., photos, 

location, and videos) refers to personal data, that without proper manage, may reveal users to 

unauthorised or malicious users. A user group, especially at risk of such privacy violations, are 

minors who typically share personal information publicly which might be more easily brought on or 

duped by malicious users [12]. Researchers on this path are critical to alert about vulnerabilities that 

this user group may be challenging, as well as to improve the usability of current privacy controls 

and to help in the improvement of new solutions that maximise the privacy of minors in OSNs [12]. 

Privacy could be defined as ‘control over the flow of one’s (personal) data, together with the transfer 

and exchange of that data’. Security is defined as ‘the level that a user believes using a social 

networking website/application will not put him in any danger’. The major categories of privacy and 

trust in OSNs can be defined by the following measures: 

a) Security 

b) Control over the flow of data in a user’s profile 

c) Notification 

Security and trust concerns have a positive or negative effect on information sharing [13]. Also, 

other studies stated that as trust and privacy have an important role in real life, in face-to-face 

communication, and the improvement of new relationships, similar approaches seem to be used by 

users on OSNs [13]. 
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The threats in social media increased with the growing numbers of users and usage. Users naively 

become exposed to various threats for their security and privacy. According to Fire et al (2014), in 

their article “Online Social Networks: Threats and Solutions” there are four main categories of 

threats in OSNs. These are: 

 

1. Classic threats, the privacy and security threats 

2. Modern threats, threats that exist in the field of OSNs and which use the OSNs structure and 

capabilities risking user’s security and privacy 

3. Combination of threats, attackers combine different type of attacks, creating sophisticated 

attacks  

4. Threats directed at minors users of social networks [15] 

 

Privacy is a challenge for OSNs, is an issue that many researchers studied. Studying exciting models 

of privacy in social networks showed that often leak various types of private information. Several 

studies suggest that users have problems with a wide privacy control [14]. 

Studying and measuring privacy in general, is difficult, it’s even hard for the users themselves to 

quantify it [14]. A study conducted by Pew Research Center in the USA (2013) found out that most 

American users (86% percent) of OSNs take steps to cover their actions or identities online. About 

privacy controls, the results show that users believe that they are not to a level to protect their 

privacy. Another study by Pew focusing on parents and minors, concluded that most parents have 

concerns about their children privacy. At the same time teens seemed to have an understanding 

about different threats they can face online and they take steps to protect their privacy [16]. Similar 

results were found by an other Pew Research Center study that focused on teenagers. According to 

the results of that study, the majority (60%) of teenagers are taking steps to protect their privacy, 

keeping their profiles private and controlling the visibility only to selected friends. Similarly, 56% of 

them stated that they know, and they feel comfortable to change and manage the privacy settings at 

their Facebook accounts. Moreover, most teens claimed that they delete or block several users [17]. 

Today we have available different protection methods providing defences against spammers, 

threats, or different fake profiles. Research focusing on this problem by publishing studies with a 

goal to deal with various threats in OSNs and provide more improved suggestions in identity 

protection [15]. 

2.2.1 Sensitive Information 

As the use of OSNs becomes a daily habit for a lot of us, our personal information becomes easier to 

be exposed and maybe abused. These personal data are often collected by OSN operators and by 

third-party companies (commercial companies) this has recently been recognized as a new concern 

for the safety of OSNs users. 

Sensitive content is information that may include age, gender, personal contact details and income. 

In some other cases, even more sensitive content (like sexual orientation) can be exposed. 
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Figure 1. Threats to online social network users [15] 
 

Users can protect their personal data in their online account from other users or suspicious third 

party installed applications controlling their privacy settings. For example, Facebook users can 

control the visibility of posts, pictures and personal details by adjusting their privacy settings as they 

like (choosing view setting such as to all Friends, Friends of Friends or Public for everyone) [15]. 

Some recommended solutions from threats in OSNs among others are the following: For better 

security and privacy it is suggested to the users to remove unnecessary personal information, data 

about themselves or their friends and family. It is also recommended changing the view of friend list 

to private. Forevermore deleting installed third-party applications is one extra action to take. A study 

with Facebook users showed that a thirty per cent of them had about forty applications installed on 

their accounts [12, 18]. 
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One big study that was held as part of the “EU Kids Online II” project found different findings from 

the above studies. Around 25,000 children internet users (9-16 year old) from 25 countries 

participated in a survey. Results showed that in most countries younger children have their profiles 

public. Moreover, the users whose profiles are public appeared to provide more personal 

information than those users with private profiles. Around 50% of teen users of OSNs said that they 

have visible one or more of these three personal details on their online profile; the name of their 

school, their address or their phone number. Most common was the name of the school, but smaller 

percentages (15% of older and 12% of younger children have provided publicly their address or 

phone number too [19]. 
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3. User Behavior and Experience when Faced with Security and 

Privacy Risks on OSN (study 1) 
 

This section includes, an extensive literature review on user behavior and experience when faced 

with security and privacy risks on OSN. Although there are several studies on behavior of users, as 

well as on the identification and recording of threats, risks and attacks on OSNs [20, 21, 22, 23, 24, 

25, 26], there is a lack of studies regarding the users’ behavior when facing privacy and security risks. 

This review intends to fill this gap by a comprehensive study and analysis of users' behavior in social 

networks, highlighting the risks to privacy and vulnerabilities of user safety on OSN.  

The review is based on the collection and critical analysis of more than 70 research articles published 

the last years in scientific journals and proceedings of international conferences. Several aspects 

related to the user behavior, security and privacy risks, and user behavior when facing security risks 

were studied. 

3.1. User behavior on OSN 
McGrath (2017) [27] by analyzing the trends in OSN and exploring the main reasons of their use, 

concluded that: users among 16-24 year-olds use social media to fill up spare time, the users among 

25-34 year-olds use social media to stay in touch with their friends, while the users among 34-44 

year-olds use the social media to stay up-to-date with news and current affairs. Many studies have 

tried to identify the factors that affect users’ participation in OSN [28, 29, 30]. The Internet self-

efficacy, need to belong, and collective self-esteem have positive effects on users attitudes toward 

OSN. Specifically, user attitude toward OSN mediates the relationship between willingness to join 

OSN and: (i) Internet self-efficacy and (ii) need to belong, and the mediation is only partial between 

willingness to join and collective self-esteem [28]. 

Despite widespread warnings of the dangers of poor online safety practices, a surprisingly high 

percentage of users are still very naive about safety [25, 31]. However, as the reasons for the use of 

OSN differ, the privacy concerns, trustiness and users' behavior, towards them also varies. There are 

users that take into account the OSN' risks and adhere to the necessary security settings, as well as 

there are ignorant users directly exposed. Yao et al. (2007) [21] have revealed that beliefs in privacy 

rights and a psychological need for privacy were the main influences on online privacy concerns. 

Fogel & Nehmad (2008) [32], exploring risk taking, trust, and privacy concerns with regard to OSN, 

among 205 college students (17-32 years old), found that individuals with profiles on social 

networking websites have greater risk taking attitudes than those who do not, while greater risk 

taking attitudes exist among men than women. 

3.2. Risks, threats, attacks and privacy leakage on OSN 
The chaotic nature of the Internet, coupled with the lack of adequate and rigorous legislation and 

the lack of effective information and online education, favor the existence and spread of security 

risks. Τhere is a wide variety of risks and threats on the web and OSN that are evolving over time. 

According to [23] the OSN threats can be divided into 4 main categories: i) classic threats, ii) modern 
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threats, iii) combination threats, and iv) threats targeting to children. Regarding to children, 

pedophilia and cyber-bullying are the greatest scourges on the Internet [20, 33, 34]. A study by Hugl 

(2011) [35] indicated that: i) adults seem to be more concerned about potential privacy threats than 

younger users, ii) policy makers should be alarmed by a large part of users who underestimate risks 

of their information privacy on OSN, and iii) in the case of using OSN and its services, traditional one-

dimensional privacy approaches fall short. Although OSN permit users to control what they share 

and with whom, access control policies are notoriously difficult to configure correctly. Madejski et al. 

(2011) [36] have investigated whether OSN users’ privacy settings match their sharing intentions via 

an empirical evaluation, in which privacy attitudes and intentions have been measured and 

compared against the privacy settings on Facebook. Their results have indicated that every one of 

the 65 participants confirmed that at least one of the identified violations was in fact a sharing 

violation and a majority of users cannot or will not fix such errors. Furthermore, they have concluded 

that the current approach to privacy settings is fundamentally flawed and cannot be fixed. Over time 

and the social networks evolution, privacy control mechanisms have been improved so that users 

can determine who can see their personal information. However, sensitive user information could 

leak even when privacy rules are configured correctly [37]. 

3.3. Users behavior when faced privacy risks on OSN 
The behavior, when users face privacy risks on OSN, varies and is difficult to be clarified and 

predicted. Even if many actions have been taken by OSN to provide security and privacy to their 

users, justifiably, it cannot be claimed that the current level is adequate. On the other side, users 

must understand that they cannot arbitrarily share content with other users and services. Users' 

content can be used in many ways, many of which can be proved to be malicious. User awareness 

through proper notifications might help in this direction, but clearly more media coverage and 

education can greatly help in this aspect [38].  

The work of Angulo & Ortlieb (2015) [39] is one of the very few which aims to unveil and understand 

common online privacy panic situations. The authors presented an exploratory study on common 

experiences of online privacy-related panic and on users’ reactions to frequently occurring privacy 

incidents. By using the metaphor of a privacy panic button, they have investigated users’ 

expectations and mental models of suitable help mechanisms that could lead these users towards a 

solution, calming their distress, and preventing similar episodes from happening in the future. 

Through user semi-structured interviews (n = 16) and a survey (n = 549), they have identified 18 

scenarios of privacy panic situations. The results have shown that victims’ topmost worries included 

possible harm to their finances or fear of embarrassment, as well as third-parties knowing things 

that might not be of their business. Among the most memorable self-reported panic stories were 

cases of account hijacking and ‘leakage’ of personal data, while incidents involving regrets when 

sharing content online were found to be experienced most frequently. However, scenarios related to 

the loss of online data, the loss of a mobile device, or falling pray of identity theft also were at the 

top of users’ concerns. Their findings also indicate that, in the case a service provider were to offer a 

hypothetical privacy panic button; users would expect that the help provided is immediate, 

uncomplicated, actionable, and in-place.  
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4. Meta-review on Cyberbullying (study 2) 

4.1. What is Cyberbullying 
Perhaps one of the most widely accepted definitions of Cyberbullying comes from [40] defining 

cyberbullying as “an aggressive intentional act carried out by a group or individual, using electronic 

forms of contact, repeatedly and over time against a victim who cannot easily defend him or herself” 

(p. 376). Generally speaking, cyberbullying can be seen as any form of abusive behavior in 

cyberspace. A typology of cyberbullying behavior has been proposed by Nocentini et al. [41] and 

includes four type of activity: written-verbal behavior (phone calls, text messages, e-mails, instant 

messaging, chats, blogs, social networking communities, websites), visual behavior (posting, sending 

or sharing compromising pictures and videos through mobile phone or internet), exclusion 

(purposefully excluding someone from an online group) and impersonation (stealing and revealing 

personal information, using another person’s name and account). Research has demonstrated a 

number of negative effects of cyberbullying victimization including lower self-esteem, retaliating, 

and being scared, frustrated, angry and depressed [42]. When the victim fails to cope with the 

emotional tension of the abuse, the consequences of cyberbullying become even more serious 

leading to suicidal thoughts and behavior [43, 44].  

4.2. Methodology 
In order to understand scholarly activity on cyberbullying, we first compiled the corpus of research 

on cyberbullying using keyword search in scientific databases across disciplines -- from social science 

and humanities to computer science. A taxonomy of the cyberbullying key-terms has been 

presented by [45] which includes the terms cyber-bullying, cybergrooming, cyber-stalking, electronic 

bullying, sms bullying, mobile bullying, online bullying, digital bullying, e-bullying, and Internet 

bullying. This taxonomy formed our basic keyword search, which was expanded to include more 

terms, considering the keywords and ideas presented in the manuscripts themselves, such as 

predator, victim, bystander, harassment, trolling, aggressive behavior, distressed behavior, hate 

speech, content monitoring, doxing, and cybermobbing.  A summary of our findings is provided 

below. 

4.3. Results 
The Profiles of the Main Actor: There are three main actors in the cyberbullying menace: the 

predator, the victim, and the bystander. 

Cyberbully: In an overview of research on the types of cyberbullies (also cyberbullying perpetrators 

or predators), [46] identified five main categories, taking into account the psychological attributes 

(both personal and social) that underpin their behavior: the sociable cyberbully; the lonely 

cyberbully; the narcissistic cyberbully; the sadistic cyberbully; and the morally-driven cyberbully. 

Cybervictim: Much of the previous research has attempted to identify risk factors for bullying and 

cyberbullying (typically examined together) focusing on demographic and behavioural measures. A 

number of psychological variables emerged in different studies describing the cybervictim. 

Sourander et al. [48].  
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Bystander: The third actor in cyberbullying is the (negative) bystander who observes bullying 

without taking action. A comprehensive study of this actor comes from [49] who found that three 

factors increased the likelihood of negative bystander behavior: (i) the cyberspace, meaning that 

negative bystander behavior occurs more often in the cyberspace than offline, (ii) the private nature 

of the act, meaning that bystander behavior might occur more frequently in private forms of 

violence, and (iii) the experience of being a cyberbullying predator seems to be important predictor 

of negative bystander behavior. 

A Typology of Cyberbullying Actors: A typology of cyberbullying actors in terms of their personal 

characteristics has yet to be presented in the cyberbullying literature. Instead, findings are sparse 

and inconsistent, calling for more work in this area. 

Gender: Inconsistent findings have been reported regarding gender. Although research on 

traditional bullying shows that bullying is more common among boys (e.g., [50]), for cyberbullying, 

findings are mixed. A study showed that girls were more likely, than were boys, to report 

cyberbullying as predators, especially in combination with school bullying, but they were also more 

likely to be victims of both types of bullying (on school property and cyber) [44].  

Age: While traditional bullying seems to peak during middle school, cyberbullying peaks somewhat 

later [57]. In fact, with age, there seems to be a gradual shift away from traditional forms of bullying 

such as spreading rumours, to cyberbullying.  

Sexual Orientation: There seems to be a consistent finding that non-heterosexual individual are 

targets of traditional bullying and cyberbullying. For example, [44] reported that non-heterosexually 

youths were more likely to be victims of cyberbullying, compared to heterosexual (10.5% vs 6.0%). A 

previous study reported similar findings, showings that lesbian, gay, bisexual, and transsexual 

individuals were twice as likely to experience cyberstalking or e-mail harassment from a stranger, 

compared to heterosexual individuals. 

Other Personal Characteristics: A few other profile patterns of cyberbullying actors have been 

reported in the literature as follows: 

1. Computer use. Students who were victims, bullies, and bully–victims were more likely than 

students who were not involved in cyberbullying to use the computer for more hours a day and to 

give their password to friends [56]. Also, intensive use of the Internet emerged as a risk factor for 

child cyber-harassment [60]. Furthermore, the location of the computer at home was found to be a 

predictive factor of cyber victimization. Children who use the computer in private places at their 

home (e.g., bedroom) were at higher risk to be victimized than children who used computers in a 

public space in their home [61].  

2. School performance. According to [44], youth who reported lower school performance and lower 

school attachment were also more likely to be victimized with cyberbullying; in particular, students 

who received mostly Ds and Fs were twice as likely to be victims of cyberbullying compared to 

students who received mostly As (11.3% vs 5.2%). 
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3. Bullied person, bullying others. There is a lack of research on the bully-victim group (persons being 

bullied and also bullying others) whilst a potential causal link is alarming and warrants further 

investigation (Does bullied person become a bully?). For example, in their survey research, [47] 

found that previous offline bullying and victim experiences were associated with more cyberbullying. 

Similarly, Mishna et al. [56] argued that the cyber offers easy space for “revenge” or “payback” with 

high prevalence of bully-victim behavior (26%) in a sample of 2186 participants [56]. 

The Problematic Nature of the Label “cyberbullying”: Defining, measuring, or detecting specific 

cyberbullying behavior is not a trivial task. Existing definitions of cyberbullying, as well as the one 

adhered in this review by [40], often incorporate the criteria of traditional bullying such as repetition 

over time and imbalance of power (a victim who cannot easily defend him/herself). However, due to 

the unique nature of cyber-based communication, it is difficult to identify such criteria in the cyber 

abuse [62]. As a result, there is uncertainty regarding the operational definition of cyberbullying and 

how to effectively measure it [62].  

The Power Dimension: Although a central aspect of most operational definitions of traditional 

bullying, “power” is difficult to determine in the cyber context [62]. Is “power” the ability to remain 

anonymous in the cyberspace [40]? Is it the ability to demonstrate superior technological knowledge 

[64] ? Is it the immediacy of content dissemination and capacity to humiliate on a grand scale [65] ? 

Or is “power” the perceived popularity of the predator causing more psychological distress? The 

later was investigated by [66] who found that, compared to being harassed by an unpopular 

cyberbully, being harassed by a popular cyberbully was more distressing and elicited more negative 

mood and helplessness. Understanding what “power” in cyberspace entails will significantly inform 

the operational definition of cyberbullying. 

The Dimension of Severity - Duration and Level of Insult: Cyberbullying can occur anytime and 

anywhere and is believed to be more damaging than traditional face-to-face bullying because of the 

fluidity and frequency of the bullying behavior using technology. In fact, several authors [65, 67] 

hypothesised that because bullying acts performed online are visible for a long(er) period of time 

and to a large audience (who may also join the bully), their negative effects can be more severe and 

longer lasting, compared to victims of repeated (offline) bullying acts. Yet, there is lack of empirical 

research tackling cyberbullying as a sequence of actions that involve repetition of harming content 

and levels of severity. Potha and Maragoudakis [68] seem to be the first to have considered the 

duration and level of insult in cyberbullying; using a dynamic time warping algorithm, they were able 

to provide an immediate indicator for the severity of cyberbullying within a given dialogue. Yet, 

more research is needed for understanding (and detecting) the level of insult and duration of the 

cyber abuse. 

The Anonymity Dimension: The anonymity in cyberbullying adds a totally new dimension to the 

nature of traditional bullying. The devices that are used (such as mobile phones and computers) 

make it easier for a perpetrator to act anonymously (e.g., by using a nickname) and without directly 

facing the victim [69]. Moreover, cyberbullies have less chance of getting caught or punished as they 

can perpetrate without adult supervision [40]. What makes the anonymity dimension more apparent 
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in cyberbullying, is the evidence that many cyberbullies do not choose in- person bullying if the cyber 

route is denied. As [70] discussed, cyberbullies might not bully in person because they feel powerless 

socially or because they are invested in school and academics, but are willing to bully online because 

they believe that cyberbullying is without risk since adults are not present. 

While there is an unceasing flow of media stories reporting cases of cyberbullying, particularly within 

online social media, research efforts in the academic community are scattered over different topics 

and across the humanities and computer science. The majority of academic contributions focus on 

understanding the phenomenon, risk factors and threats with the prospect of suggesting possible 

protection strategies. Detecting cyberbullying when it occurs and identifying predators and their 

victims in real computer- mediated communication remains an open issue to be solved, before 

intervention and prevention methods can be addressed. Recognizing blocks of cyberbullying activity 

and understanding dimensions such as duration, severity, power, and anonymity can shed valuable 

insight into how cyberbullying is fed and evolves. There is an immediate need for true 

multidisciplinary work between social and computer sciences, in order for current challenges to be 

effectively addressed and significant progress to be made, and we are confident that this review will 

serve as a multidisciplinary agenda to guide future research in this area. Africa is an under 

represented continent in such studies. Studies that document cyberbullying in Africa, ways of 

combatting it in such communities and mechanisms for encouraging training and awareness for 

young communities on online behavior and protection [71]. 
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5. E-safety in Web 2.0 Learning Environments (study 3) 
This study explored the research development pertaining to safety and security in Web 2.0 learning 

environments, as well as a review of web-based tools and applications that attempt to address 

security and privacy issues in Online Social Networks. This work [81] was published in HCI 

International 2017 and argues that Web 2.0 learning environments entail threats and challenges in 

the safety of both students and instructors, and further research needs to take place for handling 

and protecting the privacy of all involved stakeholders. 

The advancement of Web 2.0 tools offers a rewarding source of knowledge sharing, interaction and 

socialization. Web 2.0 is considered “a catch-all term to describe a variety of developments on the 

web and a perceived shift in the way the web is used. This has been characterised as the evolution of 

web use from passive consumption of content to more active participation, creation and sharing – to 

what is sometimes called the ‘read/write’ web” [1, p. 9]. This term encompasses technologies that 

emphasize social networking, collaboration and media sharing such as Facebook, Twitter, Snapchat 

and MySpace. Amongst the benefits reported in the use of these tools include the development of 

21st century skills such as creativity, innovation, team building, critical thinking, information sharing, 

higher academic achievement and improvement of ICT skills and competences [2–5]. Despite the 

popularity of Web 2.0 technologies, they still receive concerns by students and teachers with regard 

to their ability to support learning in a secure environment. Being present in online social 

networking sites presents particular risks such as exposure to cyberbullying, child abuse, 

inappropriate material and contact with dangerous strangers. Social Web can facilitate abuse of  

children by adults - being in place to assume  fake identities online, a possible “danger” can intrude a 

child’s private zone leading to violence or even sex crimes [6]. The risks and threats that minors 

encounter on the internet can be classified under the following five categories [7–9]: (a) content 

risks: instances or events in which children are exposed to illegal harmful or age inappropriate 

content and harmful advice; (b) contact risks: instances or events in which children have direct 

interaction with other children or adults. Frequent threats under this category are cyber-grooming 

(i.e. adults trying to develop relationships of trust with children with the aim of having sexual 

intercourse with them) and cyberbullying; (c) Children targeted as consumers: instances or events in 

which children face the risk of being treated as consumers of products and/or services designed only 

for adults; (d) Economic risks: instances or events in which children spent money in gambling and 

other online games; (e) Online privacy risks: instances or events in which children share personal 

data with inappropriate audience. 

A fundamental dilemma that practitioners need to address when considering the use of Web 2.0 

tools for minors relates to e-safety and privacy. The question is timely in light of current upsurge of 

Web 2.0 technologies in educational environments, where researchers and/or instructors attempt to 

integrate such tools in the learning environment without violating students’ safety and personal 

rights. The question has attracted researchers and practitioners attention as it is evident from 
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research papers and conferences (cf. Special issue of Computers & Security Journal on trust in cyber, 

physical and social computing). Some studies have been guided by the wish to understand students 

and teachers’ concerns in incorporating Web 2.0 technologies in the classroom (cf., for example, 

[10]) and some by the wish to identify methods for handling e-safety in a cost-effective way (cf., for 

example, [11]). 

This paper provides the state-of-the-art regarding e-safety in the use of online collaborative 

environments delineating tools and threats dominant in Web 2.0 learning environments; methods 

and tools for handling these threats, as well as implications for researchers and practitioners. 

5.1. Methodology 

With an eye to synthesizing the findings of research regarding e-safety in Web 2.0 learning 

environments, we followed a three-step approach as demonstrated in Fig. 5. Our approach included: 

(a) compilation of the e-safety corpus which included research manuscripts related to e-safety from 

manual search in scientific databases; (b) refinement of the e-safety corpus and (c) synthesis of the 

research papers. 

The methodology of this review was informed by previous studies such as Parmaxi, Zaphiris, 

Papadima-Sophocleous and Ioannou [4] who reviewed recent research development in Computer-

Assisted Language Learning and Parmaxi and Zaphiris [5] who reviewed the use of Web 2.0 tools in 

Computer-Assisted Language Learning. 

In order to capture scholarly activity in e-safety in Web 2.0 learning environments, we started by 

selecting appropriate resources which compiled the e-safety corpus. 

 

Figure 2. Flow diagram of the methodology adopted for exploring scholarly activity in e-safety in 
online collaborative environments 

 

Appropriate articles for inclusion were selected via manual keyword search in manuscripts’ title, 

abstract and given keywords. The keywords for searching were “security”, “safety”, “e-safety”, 

“social media”, “education”, “learning”, “threat”, “Web 2.0” in the following databases: ERIC, 

Education Research Complete, Academic Search Complete, Computers & Applied Sciences Complete, 

Springer Link, Research Starters, Psychology and Behavioral Sciences Collection, Food Science 

Source, Taylor & Francis Group. The keyword search returned 26 manuscripts which comprised the 
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preliminary e-safety corpus of this review. 

The corpus was then refined in order to meet the objectives of this review. Each manuscript was 

scanned in order to elucidate the aim of each study. This stage facilitated the optimization of the e-

safety corpus, as we excluded articles that were incorrectly selected in the search process (false 

positives) as well as articles reporting on non-empirical studies. The final e-safety corpus included 16 

manuscripts. 

Each paper in the e-safety corpus was then examined in depth, extracting information related to the 

following pre-defined aspects: (1) threats dominant in online learning environments; (2) methods for 

handling threats in online learning environments and; (3) environments; (2) methods for handling 

threats implications for researchers and practitioners. 

5.2. Findings 
Recent debates about students’ activities with Web 2.0 technologies strive between their perceived 

benefits and their potential threats. The social web is seen to have the capacity to foster formal and 

informal learning, yet students, teachers and parents demonstrate increased concern about the 

online risks and threats, often related to child sex abusers, and bullying, as well as concerns related 

to the safe presence of a school community in Online Social Networks (OSNs). Concerns about online 

safety fit within a broader agenda related to students’ e-safety, recognizing the need to develop the 

skills and competences needed for taking advantage of the benefits that ICTs can provide. Figure 6 

provides an overview of e-safety in Web 2.0 learning environments as derived from the e-safety 

corpus. The classification of the e-safety corpus demonstrated four categories that can be 

summarized as follows: (a) students’ and teachers’ attitudes and experiences towards e-safety in 

OSN, (b) e-safety actions, practices and policies in OSNs, (c) evaluation of schools’ e-safety 

regulations in OSNs and (d) internet safety education. 

 

Figure 3. Overview of e-safety in Web 2.0 learning environments as derived from the e-safety 
corpus 
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5.2.1 Parents’ and Teachers’ Attitudes and Experiences Towards E-safety in OSNs 

This category entails manuscripts that deal with students’ and teachers’ attitudes and experiences 
towards e-safety in the use of OSN. For example, Sharples, Graber, Harrison, and Logan [10] report 
results of a study that explored children’s, teachers’, parents’, managers’ and technical staff’s 
understanding of Web 2.0 activities and concerns. Findings demonstrated that a high percentage of 
the children surveyed (74%) have used social networking sites (SNS), whilst a substantial minority 
interacted regularly online with people they have not met face-to-face. Although teachers 
demonstrated the desire to take advantage of the benefits of Web 2.0 for creative and social 
learning, / they reported being limited by a need to show a duty of care that prevents worst-case risk 
to children, to restrict access to SN sites. The respondents also reported concerns about Internet 
bullying and exam cheating. Finally, a Policy Delphi process voiced the need for schools to allow 
access to Web 2.0 sites, but educate children in responsible and creative learning. 

5.2.2. E-safety Actions, Practices and Policies in OSNs 

In this category, researchers engage in online safety actions, practices and policies. For example, 

Searson, Hancock, Soheil, and Shepherd [12] describe the need for developing informed policies and 

practices that would involve a wide range of sectors of the society. Such practices would inform 

technology integration in educational settings addressing the following factors: national and local 

policies, bandwidth and technology infrastructure, educational contexts, cyber-safety and 

cyberwellness practices and privacy accountability. Two organizations offer examples and set 

guidelines for digital citizen‐ship in educational settings, that is ISTE 

(https://www.iste.org/explore/ArticleDetail? articleid=101) and iKeepSafe (http://ikeepsafe.org/). 

On the same line, Waters [11] highlight the multifarious security challenges that school districts 

encounter, using as a stepping stone the example of a high school’s page that has been hijacked by a 

former student. The manuscript concludes by suggesting two web browser add ons Firesheep and 

BlackSheep for users on unsecured WiFi networks to identify the social networking sessions of 

others on that Network. Similarly, the Parent Teacher Association demonstrates its action in 

educating children and parents about Internet Safety [13]. On the same line, Ramnath [14] discusses 

how school administrators can protect students’ safety while integrating technological 

advancements in teaching and learning. The study engages in topics such as cyberbullying and 

cyberstalking, the use of social networking sites for collaboration and the use of Mobile Device 

Management for the safety of mobile devices within and outside the school network. Similarly, 

Campbell-Wright [15] examine e-safety in e-learning, the benefits and dangers of online interaction 

and guide‐ lines for preparing organizations to handle e-safety. Similarly, Wespieser [16], upon a 

survey distributed in 14,309 young people in London, demonstrated the high percentage of internet 

usage and social network sites, as well as issues of bullying and exposure to inappropriate material. 

The British Educational Communications and Technology Agency (BECTA) investigated the use and 

impact of Web 2.0 technologies in and out of school [10]. Findings demonstrated that at Key Stages 

3 and 4, students harness extensively Web 2.0 outside of school, and for social purposes. The major 

challenge for schools in considering the usage of Web 2.0 technologies is how to support children to 

engage productively and creatively in social learning while protecting them from potential risk. Most 

learners demonstrated awareness of internet dangers, though many performed poorly in e-safety 

(e.g. in practice around password security). Whilst parents are generally positive in the use of 

technology for learning, yet concerns about e-safety exist. The paper concludes with indicating 
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schools’ responsibility in raising children’s awareness on safe engagement with Web 2.0 and the 

internet in general. Triggered by educators’ fear to adopt social networking in their teaching, Blazer 

[17] sets off to review the opportunities and challenges associated with education-based social 

networking, providing recommendations for schools when they are establishing social networking 

policies. Despite the risks that schools encounter when exposing students in social networking sites, 

their use in the classroom can promote academic learning and increase student engagement. 

Recommendations provided include the formulation of strong policies that address harmful online 

interactions and provide educators and students with guidance in the use of OSNs. Moreover, non-

commercial sites are available and can monitor access to social media. Crook and Harrison [1] also 

capture the importance to distinguish the current fears of society from evidence of actual risk to 

children. They demonstrate that the majority of learners in Key stages 3 and 4 are aware of online 

safety, yet, they demonstrate the need for schools and teachers to have a key role in students’ e-

safety. Experts participating in the study favored the empower and manage approach, i.e. schools to 

allow free students’ access to public Web 2.0, but children need to be educated on how to use Web 

2.0 activities for responsible and creative learning. Child‐ ren’s web activity needs to be monitored 

for action to be taken against threatening or unsafe online behavior. Similarly, Sutton [18] provides 7 

things to know right about campus security: (a) address sexual assaults on campus; (b) develop a 

social-media network for resources and campus security officials; (c) increase awareness of law 

enforcement in the higher ed community; (d) provide Web training on current topics; (e) develop 

crime prevention programs that are customizable; (f) put into place adequate social-media policing 

policies; (g) understand what the new Violence Against Women Act (VAWA) requirements mean for 

your campus. 

5.2.3. Evaluation of Schools’ E-safety Regulations in OSNs 

Being in place to understand and evaluate schools’ e-safety regulations is an issue that attracts high 

interest from researchers. On this line, Lorenz, Kikkas, and Laanpere [19] analyzed the types and 

sources of safety incidents, the solutions offered, the students’ reactions from these incidents and 

the solutions suggested by students. Findings demonstrated that many students do not understand 

what e-safety is, assuming that they are not involved in any way in an e-safety episode, even if they 

have suffered from an online attack. The awareness training about “stop-block-tell” does not work 

as it is radically different from the way students think and act in real life situations. Blocking 

unwanted material is the least successful solution for the students, even if current typical awareness 

training is focusing on it. As findings demonstrated, students seem to be passive reactors to any 

malicious behavior, thus training focusing on stop-block-tell” or “don’t click everywhere” seems 

unsuccessful. The solution provided by authors “is to include more technical and other practical 

aspects in the awareness training and distribute step-by-step, common-language how-to-s like how 

to set one’s privacy settings, how to report a page, picture, video or how to behave when someone 

is being bullied, or what to do when one becomes a victim of fraud or slander. The awareness in 

these areas is also needed for the adults who are setting the standard how their students or children 

behave and deal with the problems in the future” [19, p. 336]. Ultimately, it is of major importance 

for schools to develop policies, strategies and solutions that address the core issues of children. 

Following a similar path, Lorenz, Kikkas, and Laanpere [20] explored 201 e-safety related stories 
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presented by students (age 12–16), parents, teachers, school IT managers and police. Through the 

stories, typical behavioral patterns were mapped, beliefs, regulations and limitations regarding the 

use of social networks in schools in Estonia. The results demonstrated that few schools hold an 

explicit policy for e-safety issues. Yet, even these few school-level policy documents fall behind in 

tackling the topics which were most frequently mentioned in students’ stories. Safety incidents 

related to cyberbullying or exposure to illegal material remain unsolved or even undetected. Schools 

delegate any safety incidents to parents who in turn look to schools for assistance. As a principle, e-

safety policies should focus on topics with which all stakeholder groups agree being important: 

gaming, fraud, password, harassment, pornography and meeting strangers. Emphasis should be 

placed in assessing e-safety risks and how they can influence online learning activities. Similarly, 

Cranmer [21] reports on excluded young people’s experiences of e-safety, demonstrating that the 

strategies they employ to manage their online safety are primitive and insufficient, thus pointing the 

need for developing further their online strategies and ultimately their digital literacy. 

5.2.4. Internet Safety Education 

Internet safety education is a topic that attracts researchers’ interest, as advancement of 

technological systems calls for schools to teach children to protect themselves on the web. Whilst 

internet safety was introduced with some “special occasion” events or a dedicated “Internet Safety 

Day”, yet these actions seem to serve no purpose and have no real learning impact [22]. On this line, 

Naidoo, Kritzinger, and Loock [23] present a cyber –safety awareness framework that introduces 

cyber safety awareness education to primary school children in the South African community. The 

cyber safety awareness framework offers multifarious benefits for bridging the lack of cyber safety 

awareness both in schools and in communities. The framework proposes that schools are grouped 

into clusters, with a cluster coordinator as its head. Cyber safety awareness information is expected 

to be disseminated through workshops attended by teacher representatives of these school clusters, 

and distributed back to parents, children, other teachers and ultimately to their communities. On 

the same line, Orech [22] elaborates on the Digital Citizenship Project that aimed at integrating 

Internet Safety in the educational curriculum. Through the programme, students learned about 

cyberbullying and prevention as well as strategies for protecting themselves in case of a cyber-insult. 

The project had successfully employed social media for engaging middle school teachers and 

students to discuss about netiquette, digital citizenship, cyber crime prevention and managing digital 

footprint. Ultimately, sophomore students and teachers become cybermentors engaging in 

conversations about cyberbullying prevention and protection. Following a somewhat similar path, 

Moreno, Egan, Bare, Young, and Cox [24] consider internet safety education of vital importance for 

youth in US, thus they surveyed at what age should such education begin and what group is held 

responsible for teaching it. Having distributed their survey to 356 teachers, clinicians, parents and 

adolescents they demon‐ strated that the optimal age for internet safety education is 7.2 years (SD = 

2.5), whilst parents were identified as the stakeholder with the primary responsibility in teaching this 

topic. Clinician’s role was also recognised as vital in providing resources, guidance and support. 

5.2.5. Implications for Researchers and Practitioners 

As the usage of Web 2.0 technologies advances, the more instructors and students engage with 

these technologies in and out of school. Internet usage has changed the way literacy is perceived 



 

 

Deliverable D3.1 “Report on user and societal aspects, and on usability of 
security and privacy OSN systems” 

 

 
29 

 

and taught, raising the crucial need not only for information literacy, but also for digital literacy and 

specifically e-safety education. In this endeavour, the question of how parents and educators can 

accommodate children’s behaviour on the net still needs to be further investigated. Prohibiting the 

use of OSNs, blocking the use of unwanted material or even blocking the use of internet in the 

school environment is the least successful solution. As noted by Lorenz, Kikkas, and Laanpere, [19] 

there is a need for more technical training; as well as more automated solution that would set one’s 

privacy settings, instructing on how to report a page, picture, video or how to react when someone 

is being bullied. Taking into consideration the high percentage of internet usage and social network 

sites, there is a strong need in engaging children productively, responsibly and creatively in social 

learning while protecting them from potential risks. Whilst children are aware of internet dangers 

but perform poorly in applying e-safety, rises schools’ responsibility in raising children’s awareness 

by providing cyber-safety and cyberwellness practices. Thus, providing online and on-site training for 

both teachers and parents for confronting the challenges of the new digital era with practical 

guidelines on e-safety and privacy is vital. With this in mind the next section provides a review of 

existing web-based tools and mobile applications that attempt to address security and privacy issues 

in Online Social Networks. 

5.3. Conclusions 
As the Internet and Communication Technologies expand rapidly in many everyday activities, 

concerns are raised with regard to the safety of a vulnerable group such as children on the web. As 

noted by O’Brien, Budish, Faris, Gasser, and Lin [42], cyber‐ security incidents are reported each year 

sitting at the top of government policy and boardroom agendas. Our findings demonstrate that 

recent research activity related to safety in Web 2.0 technologies pertains to: (a) students’ and 

teachers’ attitudes and experiences towards e’-safety in OSNs, (b) e-safety actions, practices and 

policies in OSNs, (c) evaluation of schools’ e-safety regulations in OSNs and (d) internet safety 

education. 

The incorporation of OSNs in the classrooms confronts educators with new opportunities and 

challenges as there is an increasing need for educating children on produc‐ tive, creative, safe and 

responsible engagement in the use of OSNs. More work is needed in the provision of online and on-

site training of both teachers and parents for confronting the challenges of the new digital era and 

for putting together a comprehensive e-safety framework in order to include practical guidelines on 

e-safety and privacy. Blocking the use of OSNs in the school environment provides only a shallow 

solution to the problem; there is a need for providing students the skills for managing potential risks 

on the web by properly setting their privacy settings, reporting inappropriate material and reacting 

to cyber threats. 

Moreover, there is an urgent need for designing effective measures against internet risks and 

threats, as well as for understanding minors’ activities online. Most of the existing 

parental/educational control software rely on monitoring and parent/educator review to detect any 

abnormal activity. Some of them search for keywords to create alerts, while some others block the 

usual list of websites. Cyber-bullying, cybergrooming, and exchange of sensitive content is not 

intelligently detected by existing web-based tools and this has a negative social effect on the 
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children i.e. they are monitored to an excessive degree and this will probably lead them to find 

alternative ways to go online. Existing Internet filtering techniques for protecting minors online need 

to be redesigned and reapplied in a smarter way, by incorporating more sophisticated techniques 

such as data analytics, advanced content analysis and data mining techniques that could allow for 

OSN fake account identification and sexual content detection. 
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6. Discovering Social Bridges in Microblogs (study 4) 
With the emerging and intense use of Online Social Networks (OSNs) amongst young children and 

teenagers (youngsters), safe networking and socializing on the Web has faced extensive scrutiny. 

Content and interactions which are considered safe for adult OSN users might embed potentially 

threatening and malicious information when it comes to underage users. The topology of a graph is 

studied towards detecting the so called “social bridges”, i.e. the major supporters of malicious users, 

who have links and ties to both honest and malicious user communities. A graph-topology based 

classification scheme is proposed to detect such bridge linkages which are suspicious for threatening 

youngsters networking. The proposed scheme is validated by a Twitter network, at which potentially 

dangerous users are identified based on their Twitter connections. 

Malicious behavior on the Web has emerged in various internet applications including, but not 

limited to, email services, shopping and recommendation platforms, crowdsourcing websites, 

mashups and OSNs. Such behavior has heavily impacted popular and widely used OSN platforms and 

applications, since they are open and easily accessible large crowds forums, forming structures such 

as the social graph [72]. Therefore, social networks constitute a breeding ground for the spread of 

malicious behavioral patterns, like spamming, link farming, Sybil attacks (forged profile identities), 

phishing and the even more dangerous pedophile attacks, online grooming, etc. [73]. In this 

direction, the social network providers (Twitter, Instagram, Facebook, Flickr, YouTube, etc.), the 

authorities, as well as the scientific community, are invested in analyzing social media data and 

identifying or even predicting the aforementioned behavioral patterns. To this end, data from web-

based communities and user generated content needs to be utilized, such as connections from 

social-networking sites, video sharing sites, blogs, folksonomies, etc. 

In the context of the present study, we conducted an empirical analysis of the social dynamics of 

spam accounts in OSNs and the ways they form connections with the rest of the network to reach 

the honest users. The concept of spamming in OSNs and the ways to identify it have been 

extensively studied with approaches including automatic dissemination of spam like [74], tools used 

by spammers to deceive search engines [75] or faking honest behaviors [76]. 

Although these approaches are efficient and their prediction results seem promising, they do not 

attempt to identify all potentially dangerous users in real world networks. As it is often the case, 

spammers manage to mimic honest users' behavior and, by connecting with them, they penetrate 

the strongly connected component of a network making it challenging to identify them. 

More specifically, we contemplated the social behavior these spam users display, to increase their 

impact. We expanded the concept of dangerous or malicious users in OSNs, beyond the obvious 
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spam accounts, to facilitate the needs of more sensitive OSN users, such as young adolescents and 

children. A motivating scenario would be a young child that makes a new connection in an OSN with 

a user that appears to be connected with other children from the same school or neighborhood. If 

this new user has not explicitly shared malicious content online, conventional detection systems 

would not provide an alert for this new connection and that might be justifiable for adult users. 

However, this might not suffice to protect a kid from exposure to inappropriate users. Should this 

new connection have links to spammers or generally malicious users, the child could be exposed to 

other far more dangerous new connections by entering a network part with criminal communities. A 

young user could also be faced with inappropriate shared content that is being spread in this 

network part. In this article we refer to the users that help link spammers to the core of the network 

as social bridges . 

Various groups of users tend to follow criminal accounts (e.g. spam accounts), and they display 

certain identifiable behavioral patterns. In [77] criminal hubs and criminal leaves were identified as 

users that follow a large number of criminal accounts and the ones that have limited connections to 

the criminal communities respectively. A further categorization of the extracted criminal hubs was 

conducted by dividing them into social butterflies, social promoters and dummies. Each of these 

categories has different motives for following criminal accounts, either knowingly or not, and could 

prove being dangerous themselves. The spam-neighborhood has been contemplated in [78] and the 

spam followers have been found to be increasingly influential nodes in a network. 

6.1. Social Bridges Detection: 
Firstly, to identify the social dynamics of spammers and their followers we have isolated these 

groups and their followers. Second, we have extracted the connected components of this network 

part using the Tarjan algorithm (Tarjan, 1972) [79]. As shown in Error! Reference source not found., 

there are three identified components presented with black, red and green nodes. Then, we 

calculated the percentages of spammers and their associated connections that belong to each 

component. The majority (92%) of the least populated component black is comprised of spam users, 

while the red component contains 87% spam followers. The biggest of the components is mainly 

(96%) populated with honest users whom the other two components follow. The graph center 

represents the largest connected component in this subset of the Twitter graph and the seemingly 

unpopular (disconnected) spam users (depicted on the bottom right of the figure with black use 

their connection to the second connected component red to penetrate the dense network center 

green). Therefore, these spam followers, constituting the majority of the second component, can be 

considered as a dangerous influence especially for the most vulnerable and impressionable users of 

the Twitter network (i.e. children) and constitute the social bridges of spammers. The group of 

spammers and social bridges will be referred to as malicious users. 

To further analyze the different topological positioning of the malicious group in the Twitter graph as 

compared to the honest users, we have utilized a set of widely used network features [80]: 

• In-Degree defined as the number of incoming connections (followers) a user has. 

• Out-Degree defined as the number of users a node follows (outgoing connections). 
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• Betweenness centrality which is equal to the number of shortest paths from all users to all 

others that pass through that specific node (i.e. user). It is a metric indicative of a user's 

influence in a network. As previous studies have indicated, we have confirmed that the 

bridge users are highly influential nodes in a graph ranking high in betweenness centrality 

values. 

 

• Closeness centrality which is the mean distance from a vertex to other vertices. For our 

Twitter graph, as it contained a number of disconnected nodes, we utilized the harmonic 

mean to calculate representative values for the closeness centrality. Nodes with a low value 

in this metric might have better access to information than other nodes or more direct 

influence on other users of the network. 

• Eigenvector centrality is an extension of in-degree centrality that awards higher importance 

to links coming from more relevant nodes. In other words, a node is important (high 

eigenvector value) if it is linked to other important nodes. 

 

Figure 4. A subsamlpe of Twitter user graph including the followers of spammers (SF) and the SF's 
followers. Three different components are identified depicted in black, red and green 

 

• K-core number is defined as the largest integer $k$ for a node such that this node exists in a 

graph where all vertices have degree >=k \cite{Seidman1983}. Usually, the nodes belonging 

to the highest k-core (kmax) comprise a well-connected globally distributed subset of the 

network, identified as the nucleus in an analogous study on linkage between web-pages 

\cite{Carmi2007}. In the case of Twitter users, the kmax core comprises of 72% malicious 

users and 28% of honest users. This is a surprising finding indicating that particularly the 

social bridges are often well connected users that can influence a large network part. This 

justifies the spammers tendency to attach to them to approach the majority of honest users. 

The largest connected component of the kmax -1 shell (the second largest k-core) constitutes 

the peer-component (as named in \cite{Carmi2007}), which is the most well-connected 
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component of the majority of users that remains connected even when we remove the kmax 

group. The 88% of the peer-component is comprised of honest users and the remaining 

percentage represents the malicious users. The rest of the graph contains low-connected 

users that would become entirely disconnected, if the peer-component and kmax were 

removed. 

In Figure 3 we have summarized the percentage differences of the network features discussed above 

for the three identified user categories. The differences are calculated as: 

( 1) ( 2)
(%)

( 2)

mean group mean group
DF

mean group


  

 

Figure 5. Bar chart of the percentage differeces for the 6 networks features amongst the 3 
identified user groups 

 

We observe that the values of in-degree and closeness centrality are lower for spammers as 

compared to honest users. The social bridges display all the characteristics of influential users with 

high centralities, as discussed above. In addition, the social bridges display similarities with both 

honest users and spammers in their topological features. 

Error! Reference source not found. depicts a subsample of spammers and the users they follow, but 

the social bridges have been removed. Consequently, the spam nodes become severely 

disconnected from the major connected component. It comes out that, when the bridge users are 

removed from the spammers' connections they lose their access to the network core, in the sense 

that the users they manage to connect to are not central influential nodes. As a result, it becomes 

challenging for them to increase their connections and their impact. This observation indicates the 

dangers innocent users face when connecting with the social bridges; they become part of the 

expansive network of malicious users increasing the probability of connecting with the criminals 

(spammers) themselves. 
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A new category of influential Twitter users is identified and associated with malicious behavior 

across the Twitter user graph. The different behavioral patterns of these two categories of users that 

pose dangers to particularly vulnerable groups of users (such as children) and their intrinsic 

characteristics are explored to allow for alerts to occur when a new connection is added. In the 

future, we plan to expand the features used to include semantic or textual information and apply 

our best performing classification scheme to other OSNs, as well. 

 

Figure 6. A subset of Twitter user graph including a set of spammer users (isolated nodes) and the 
users they follow, excluding social bridges. The major connected component is depicted in the 

center 
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7. Survey of use of OSNs by minors (study 5) 

7.1.  Study of previous research with similar surveys  
The main tool to study minors, their usage on OSNs and their impressions about security and privacy 

was a survey. For the purposes of our work, we studied selected surveys from previous similar 

studies closed to our task. The keywords of this research were: teenagers and OSNs, security on the 

web, privacy on the internet and sensitive content. Studying these subjects help us to identify and 

notice down appropriate questions about these issues. These questions were put in a row mixed 

with our new specific questions, in this way we develop the design of the survey. Moreover, some 

questions from other previous surveys added after modifying them to serve our research purposes. 

Similar international studies in the past and surveys we studied were helpful to notice selected 

questions for our survey design, these studies are accessible online [90, 91, 92, 93, 94, 95, 96, 97, 98, 

99, 100]. 

7.2.  Survey Design 
Looking at past surveys a first draft of the survey was developed that was then pilot tested to help us 

fix any errors. A small number of students participated in the pilot tests. After these tests, some 

questions were rephrased and some others that were deemed as unnecessary were removed.  

The structure of the survey contains at the beginning a small section for demographics details, and 

then three main parts. Part A is based on security and privacy on the internet (general), part B is 

about security/privacy of OSN and sensitive content, and finally part C is about opinions for an 

implicit protection of sensitive content on OSNs. The final survey was available in two versions, in a 

printed version and an online version in the form of an online web form.   

7.3.  Participants  
Participants had to be minors (ages 12-17) users of at least one online social network account. The 

total number of participation was 76 minors. We had as a goal to keep a balance in participation 

between the two genders in the countries where the study run. Greece, Cyprus and United Kingdom 

were the three countries where this research took place. 

7.4.  Data Collection 
The data were collected by filling the printed survey or answering it through the online form (Google 

Form). We collected data from a random sample of 76 minors, users of online social networks. The 

participants before answering the questionnaire gave their verbal consent to participate in the 

study. The questionnaire could be completed in about 8-15 minutes. After the data collection was 

completed, we gathered all the results in the main google form to analyse them.  
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7.5. Survey Results 
 

 
Figure 7. Age distribution of participants 

 

 
Figure 8. Results diagram for Ques. 1, from survey Part A:  

In general, how concerned are you about security on the Internet? (e.g people reading your email, 
finding out what websites you visit, etc.) 

 
Figure 9. Results diagram for Ques. 2, from survey Part A:  

Are you willing to use your credit card on the web? 
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Figure 10. Results Diagram for Ques. 3, from survey Part A: 

 Do you buy online? 
 

 

 

Figure 11. Results Diagram for Ques. 4, from survey Part A: 
 Do you think rating on how "secure" is one specific website is it helpful or have any value to you? 

 

Figure 12. Results Diagram for Ques. 5, from survey Part A: 
While using the internet, have you ever done any of the following things?  Have you ever [a, b & c] 

while 
you used the internet: 
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Figure 13. Results Diagram for Ques. 2, from survey Part B: 
How many social networking sites / communities / are you a member of? 

 

 

Figure 14. Results Diagram for Ques. 3, from survey Part B: 
Your age when for a first time you join a social network. 

 

Figure 15. Results Diagram for Ques. 4, from survey Part B: 
Usually, how do you access your social network account? 
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Figure 16. Results Diagram for Ques. 5, from survey Part B: 
On average, how much time do you spend daily on social networking sites? 

 

 

 

Figure 17. Results Diagram for Ques. 6, from survey Part B: 
How many contacts/friends do you have in total in all of your social networks sites? 

 

 

Figure 18. Results Diagram for Ques. 7, from survey Part B: 
About how many of your friends on your social networks sites do you consider that you know 

them? 
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Figure 19. Results Diagram for Ques. 8, from survey Part B: 
Do you accept friend requests / or follow request from strangers who in social network sites? 

 

 

Figure 20. Results Diagram for Ques. 9, from survey Part B: 
Have you ever met with somebody (you didn't know personally before) after chatting through a 

social network site? 

 

Figure 21. Results Diagram for Ques. 10, from survey Part B: 
Would you trust random strangers to view your profile? 
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Figure 22. Results Diagram for Ques. 11, from survey Part B: 

Do you trust all your connected friends with all parts of your profile? 
 

 

 

Figure 23. Results Diagram for Ques. 12, from survey Part B 
Are you “connected” with stranger “friends” from abroad on your social network accounts? 

 

 

 

Figure 24. Results Diagram for Ques. 13, from survey Part B: 
Do you ever worry about how much information is available about you on the internet, 

or is that not something you worry about? 
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Figure 25. Results Diagram for Ques. 14, from survey Part B: 
How concerned are you about your security and privacy of your sensitive content (personal 

information) 
on your social networks? 

 

 

Figure 26. Results Diagram for Ques. 15, from survey Part B: 
Are you interested in controlling the privacy settings of your account? 

 

 

Figure 27. Results Diagram for Ques. 16, from survey Part B: 
Have you changed the privacy settings of your account/s? 
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Figure 28. Results Diagram for Ques. 17, from survey Part B: 
How do you control the privacy settings of your social media accounts? Select the most valid for 

you 
 

 

 

Figure 29. Results Diagram for Ques. 18, from survey Part B: 
What device you use to change the privacy settings? 
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Figure 30. Results Diagram for Ques. 21, from survey Part B: 
Do you think controlling access of certain content on your profile is necessary in your accounts on 

online social networks? 

 

Figure 31. Results Diagram for Ques. 19, from survey Part B: 
Please indicate if now online you provide the following information for yourself in one of your 

social accounts (If Yes please select in which privacy settings provided) 
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Figure 32. Results Diagram for Ques. 20, from survey Part B: 
Please note at least 1 (to 3) personal details, which you perceive them as important sensitive 

content for yourself 
 

 
Figure 33. Results Diagram for Ques. 22, from survey Part B: 

Do you think you can recognize a fake account? 
 

 

Figure 34. Results Diagram for Ques. 23, from survey Part B: 
Have you ever provide fake personal details: (a), (b), (c) 
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Figure 35. Results Diagram for Ques. 24(a), from survey Part B: 

Please note the if you agree or not with the following statements: Please choose from a scale of 1 
to 5 (1: Strongly Disagree / 2: Disagree / 3: Maybe / 4: Agree / 5: Strongly agree) “I understand 

that there are dangerous people in social network sites 
 

 

Figure 36. Results Diagram for Ques. 24(b), from survey Part B: 
“I don’t believe that there are dangers if the stranger ‘friend’ lives abroad” 

 

 

Figure 37. Results Diagram for Ques. 24(c), from survey Part B: 
 “The nationality of the stranger "friend" affects me to what way I can interact with him/her” 
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Figure 38. Results Diagram for Ques. 24(d), from survey Part B: 
“During chatting in social network site If a local "friend" asked me to provide some personal 

details, 
maybe I would do it.” 

 

 

Figure 39. Results Diagram for Ques. 24(e), from survey Part B: 
“During chatting in social network site If a "friend" from abroad asked me to provide some 

personal details, 
maybe I would do it.” 
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Figure 40. Results Diagram for Ques. 25, from survey Part B: 

During your experience in social networks have you ever found yourself to be faced with a cyber 
bullying? 

 

 
Figure 41. Results Diagram for Ques. 26, from survey Part B: 

During your experience in social networks have you ever found yourself to be faced with the 
threat sexual 

abuse in your private life? 
 

 

Figure 42. Results Diagram for Ques. 27, from survey Part B: 
Have you ever “fight” with somebody other user on your social network account? 

(e.g. during chatting, or in comments on a post) 
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Figure 43. Results Diagram for Ques. 28, from survey Part B: 

Through your experience on social networks have you ever feel that you are in danger in some 
way? 

 

 
Figure 44. Results Diagram for Ques. 1, from survey Part C: 
Are you satisfied with current privacy controls methods? 

 

 

 
Figure 45. Results Diagram for Ques. 2, from survey Part C: 

Would you prefer more advanced settings to protect your privacy on online social networks? 
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Figure 46. Results Diagram for Ques. 3, from survey Part C: 
Would you be eager to provide individual characteristics to protect your personal data online? 

 

 

Figure 47. Results Diagram for Ques. 4(a), from survey Part C: 
If a new tool applied on your social networks accounts with a goal of an implicit protection of your 

sensitive content information, how acceptable are you to provide to the system characteristics 
such as: (a) your face scan? 1: Strongly Disagree / 2: Disagree / 3: Maybe / 4: Agree / 5: Strongly 

agree) 
 

 

Figure 48. Results Diagram for Ques. 4(b), from survey Part C: 
If a new tool applied on your social networks accounts with a goal of an implicit protection of your 

sensitive content information, how acceptable are you to provide to the system characteristics 
such as: (b) your finger prints? 
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Figure 49. Results Diagram for Ques. 5, from survey Part C: 

Do you think you would feel more protected if you provide these characteristics? 
 

7.6. Discussion on Findings 
 

Below we provide the main findings of our survey study: 

 

• 62% of the participants buy online, only 43% are willing to use their own credit card for that. 

• The majority of teenager participating in the survey are members of 1 to 4 social networks 

• 1 minor out of 5 maintains more than four different social network accounts and 1 out of 10 

maintains 8 or more social network accounts 

• Τhey first joined an online social network in the age of 10 to 13 (Small percent of 5% has 

joined a social network at the age of 8 and 9 years old) 

• The majority of the participants don’t worry about how much information is available about 

them on the internet 

• According to the findings, it seems that generally they appear to be concerned the security 

and privacy of their sensitive content in their accounts 

• 68% had changed their privacy settings in their OSNs account/s 

• Most of them (66%) would prefer more advanced settings to protect their privacy on OSNs 

• Half of the minors accept friend requests / or follow request from strangers on OSNs 

• 2 out of 5 had met with somebody (who they didn't know personally before) after chatting 

through an OSN site 

• 8 out of 10 don’t trust all their connected friends with all parts of their profile 

• They consider their phone number (66%), a photo of them (33%), their email (22%) and their 

real name (18%) perceived as most important sensitive content for their self from all 

personal details that they shared online 

• Almost 40% of the participants during their experience in online social networks had felt that 

they were in danger in some way  

• Majority are willing to provide some personal characteristics to a system for their security 
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Below we provide our findings related to Usability (Expectations / Needs / Concerns) 

How minors access their social network account: Most participants (89.5%) use their smartphones 

to access their social network accounts, second option is the use of laptop or PC (42.5%), and third 

option tablet (with 10.5%).  

How much time they spend daily on OSNs: Usually they spend daily 1 to 6 hours on their social 

network accounts. A percentage of 28.9% answered 1-2 hours, 26.3% answered 3-4 hours, 25% 4-6 

hours and a small percentage 10.5% spends daily more than 6 hours.  

How they control their privacy settings: Most teenagers had changed their default privacy settings 

on their accounts, they adjusted their privacy settings to control who has access to what I publish on 

my account (82.9%). 10.5% stated that they don’t really care to change it and 6.6% are not sure how 

they can control their privacy settings.  

Devices they used to change the privacy settings: They change their privacy settings usually using 

their smartphone (46.1%), second option (28.9%) was smartphone and laptop (both) and 1 to 4 

(25%) use laptop / PC.  

Findings related to:  Security and Privacy (Expectations / Needs / Concerns):  

Worry or not about how much information is available about them on the internet: Almost half of 

them worry (44.7%) and the other half doesn’t worry (42.1%). 13.2% answered “Don’t know”. 

How many of their friends on OSNs consider that they know them: Τhe majority believes that they 

know their online friends. 59.2% answered that they know most of their online friends. 22.4% know 

all their connected friends, and a small percentage of 9.2% knows about half of them or fewer of 

them. 

Most important sensitive content for them: In an open question where they were asked to note up 

to 3 personal details which they perceive as important sensitive content for their selves, 1st 

preference was their personal telephone number (65.8%), 2nd a photo of them (32.9%), and 3rd one 

personal email (22.4%). Interesting was also the fourth answer (18.4%) that they perceive their real 

name as important sensitive content. It seems that some teenagers don’t like providing their real 

name on their online accounts. 

Recognize a fake account: Τhe majority, 47.4%, believes that sometimes they can recognize a fake 

online profile, 36,8% believes that they can always do this, and 14.5% they can’t recognize it at all.  

Understand the existence of dangerous people (users) on OSNs:  From the results of a likert scale 

question, it seems that they know, and they agree with a statement that there are dangerous people 

in social network sites. 69.7% answered “Strongly agree”, and 17.1% “Agree”. 

Faced with a cyber bullying threat sexual abuse or in danger in some way: Each participant was  

asked: (a) if he/she faced Cyber bullying – with results 78.9% “No”, 15.8% “Yes”, 5.3% “Don’t 

answer”, (b) if he/she had ever found himself/herself to be faced with the threat of sexual abuse in 
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his/her private life – with results 92.1% “No”, 5.3% “Yes”, 2.6% “Don’t answer”, and last (c) if  he/she 

ever felt to be in danger in some way – with results 64.5% “No”, and 35.5% “Yes”. 

Satisfied or not with current privacy controls methods: 68.4% answered that their are satisfied with 

current privacy control methods, 26.3% answered negative. Despite the high present who answered 

that they are satisfy, it seems that most of them would prefer more options in the settings of such 

systems.  

Eager or not to provide individual characteristics to protect their personal data online: From the 

results it seems that they are eager to provide some of their individual characteristics for a better 

protection online (40.8% “Maybe”, 35.5% “Yes”, 15.8% “Don’t know”, 7.9% “No”).  

They feel more protected or not if they provide these characteristics: Yes most of them believe 

they will feel more protected if they provide these characteristics (39.5% answered “Maybe”, 19.7% 

answered “Yes”, 30.3% answered “No” and 10.5% “Don’t know”).  

8. Usability Evaluation of Fraud Detection Systems (study 6) 
 

This section provides a review of exciting security and fraud detection systems relevant to the 

concepts of ENCASE. A list of these web-based tools and mobile applications was provided in the 

Deliverable D2.2 of ENCASE with title “System Requirements and Software Architecture” in section 

2.2 (page 13) [82].  

8.1. Existing Security and Fraud Detection Systems 
The exciting tools are mainly parental controls systems, (software, add-ons or mobile applications) 

with a common feature that they offer a more secure web browsing by blocking dangerous sites and 

other adult sites. Some of them have some function also about the security and privacy issues when 

using OSNs. Noticed that most of them are free for use and some others have free and pay edition 

(some of them only free trial version for a few days).  Here is an overview of the capabilities of the 

studied tools: 

 

Qustodio is parental control software available in most of the platforms [83]. It enables parents to 

monitor and manage their kids’ web and offline activity. It also allows them to track with whom their 

children are communicating within OSNs and manage their whole OSN activity. In addition, Qustodio 

can be used as a sensitive content detection and protection tool. 

WebWatcher is a parental control, cross-platform compatible, monitoring software [84]. It is able to 

capture the content of emails and instant messages in OSNs, as well as actual keystrokes and 

screenshots. It assists parents in keeping their children safe online by viewing what is captured in 

their child’s screen from everywhere. 

PureSight is a monitoring and filtering cross-platform software that allows children to use the 

internet without fearing bullies or harassment and keeps parents in the know [85]. It features 



 

 

Deliverable D3.1 “Report on user and societal aspects, and on usability of 
security and privacy OSN systems” 

 

 
56 

 

cyberbullying protection on Facebook, Web filtering, Reports and alerts, file sharing control and 

parent portal. 

TinyFilter Pro is a web content filtering application which monitors browser activities and blocks 

inappropriate or offensive content. The extension helps users customize his filtering preferences and 

sensitivity settings so that any inappropriate or offensive content is filtered (add keywords to block 

websites) [86].  

FoxFilter Parental control for Firefox is a free browser add-on produced by Mozilla and is known as 

the parental control for Firefox browser [87]. It is a personal content filter that helps blocking 

pornographic and other inappropriate content. A user can block content for an entire site or enter 

custom keywords that will be used to block content for any site that contains those keywords. 

MetaCert is a parental control browser add-on that blocks pornography, malware and spyware [88]. 

It protects kids and adults across multiple categories. It allows you to choose among two main 

categories (extra strong for kids and Strong for adults) while also allows you to define the specific 

categories that you prefer to be protected (such as Bullying, Drugs, Aggressive behaviour, Gambling, 

Sex etc.). 

eSafely is a parental control browser add-on that provides kid-safe access to popular web resources, 

free of adult content [89]. Generally, it offers the following: a) Kid Safe Facebook that protects 

children against cyberbullying by replacing harassing messages with friendly icons in Facebook chat; 

b) Kid Safe Images that when a site is identified as hosting adult content it replaces the images with 

images more suitable for children; c) Kid Safe YouTube; and d) Kid Safe Search *eSafely add on does 

not support the 2nd capability of content Blocking  

8.2.  Methodology  
After reviewing and selecting the tools, we focused on evaluating their usability. The methodology 

strategy was based on observation with basic research tools an eye tracker and a small survey.  

 

Eye tracker can follow and track the eyes movements on the screen while the participant performs a 

task that was requested from them to complete. We had ready one experiment scenario with a 

simple task for the user / participant to try to execute it on a desktop computer. Using the eye 

tracker capabilities we captured useful data from every participant on how they managed to succeed 

to complete his/her task and by how much ease. 

 

Three tools were selected for eye tracking experiments. These tools were selected as they were 

considered to be more relevant to the ENCASE future add-ons.. An extra reason to choose these 

tools is that are available for free use and easy installation, parameters that helped to organize the 

experiments better. 

Part of the methodology study was to look online for reviews about these 3 selected tools and notice 

any important points of their disadvantages and any interesting suggestions from users.  The 

software that were chosen for the purposes of the expperiments were: 
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1. Tiny Web Filter Pro 

2. Qustodio 

3. MetaCert  

Various weaknesses identified by users 

1. “The extension does not filter keywords that are defined in non-English languages” (for Tiny 

Web Filter Pro, [86]). 

2.  “Password showing and not hidden: When its asking for my password the letters are not 

hidden with black dots its actually showing. Little bit tough keeping the password a secret 

from my kids this way” (for Tiny Web Filter Pro, [86]). 

3. “I forgot password and cannot access the extension... You need a way to reset password if 

the user forgot password and save new password to computer...”  (for Tiny Web Filter Pro, 

[86]). 

4. “New apps don't appear in the admin panel until they've been used on the phone. A blocked 

app can be opened, though not used” (for Qustodio, [101]). 

5.  “My only problem is that the app stops working suddenly without notice and my kids 

sometimes go a few days without it , so I really have to be on top of it and make sure is sign 

in and working at all times” (for Qustodio, [103]). 

6. “There is no way to limit just the internet time vs usage time. Thus, if my child needs to do 

offline homework on his computer, the timer starts the minute he logs into his account and 

will cut him off by the time he has finished and gets his internet reward” (for Qustodio, 

[103]). 

7. “Kids can figure out how to take it off. I paid for a 2 year subscription and it has many good 

features, however, my son figured out how to take it off, so it is completely useless now and 

two years of money down the drain” (for Qustodio, [103]). 

8. No keyword blocks (for Qustodio, [102]). 

9. No request access system (for Qustodio, [102]). 

10. Reporting and notification features do not include the option to send you text alerts (for 

Qustodio, [104]). 

11. “I have seen my kids disabling it (clicking the right button on chrome logo shows this 

extension). This app works great but an intelligent kid can easily remove it. So it's actually 

not working for me” (for MetaCert, [105]). 

12. “Cannot add specific web addresses. Failed to block what I needed” (for MetaCert, [105]). 

13. The extension is not blocking the adult videos on YouTube (for MetaCert, [105]). 

What users recommend: 

1. Have the ability to reset the password (for Tiny Web Filter Pro, [86]) 

2. To have available this google chrome extension in Android or IOS devices (for Tiny Web Filter 

Pro, [86]). 

3. Have the control as a user (as admin) to get the notification with some way, whenever the 

extension being off or deleted by someone else user (for Tiny Web Filter Pro, [86]). 
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4. “I wish the browser was a little more full-featured. It would be nice to be able to organize 

and rename/edit the bookmark names. It would also be nice if it would drop down the list of 

pages you have already searched in the browser” (for Qustodio, [103]). 

5. “If there are XXX website, I would like to be able to suggest it to you as a XXX website, so it 

can be a collaborative stuff and more efficient blocking program” (for MetaCert, [105]). 

6. It shouldn't be shown in the background. And it should have a 'full hide' option” (for 

MetaCert, [105]). 

7. Password protection (for MetaCert, [105]). 

8.3.  Eye tracking studies 
For the eye trackign study we followed the following procedure: 

a) Before a participant take part in the experiment s/he was informed verbally about the study and 

was asked to sign a consent. The consent form aimed to make clear that answers or data 

collected, will be used only for research purposes without relating them to any collected 

demographic data. 

b) The Ex-ante questionnaire (demographics, number of children and their ages, experience with 

specific software, willingness of usage, expectations of such softwares) was then administered. 

c) This was followed with the eye tracking experiment / complete a task and interacting with the 

softwares / add-ons. 

d) After completing the experiment, they were asked to complete a questionnaire for usability 

evaluation of the software used in the study. This questionnaire was based on a Likert scales 

from 1 to 5 (where 1 means “At All” and 5 means “Great”). Parents were asked to choose which 

number is most representative of their opinion and their experience in the software 

environment. Parents were also able to express their opinions about the most useful elements 

of each software and point what feautures might be missing. 

The participants were 7 Cypriot parents (6 mothers and 1 father). Our participants have children 

from 2 until 16 years old. 
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8.4.  Results 

8.4.1. Ex-ante questionnaire analysis results 

The ex-ante questionnaire aims to identify the attitudes parents have for softwares and programs 

which promote web security. This questionnaire also calculates the previous experience parents had 

with those softwares. Finally, it tries to indicate if parents check their children’s’ online behaviour. 

From the analysis, we can see that the majority of children have access to the internet, while the 

majority of parents check their children’s behaviour online and they are familiar with what online 

content their children interact.  

Some parents declared that they catch their children while they were viewing inappropriate content 

for their ages. The content was based on pornography and generally naked pictures, songs with 

abusive lyrics and risky games. Moreover, all parents didn’t have the opportunity to use any kind of 

program or software that offers web security on the Internet. However, all of them are willing to use 

them, as they believe that security on the internet is a fundamental parameter. 

 

Figure 50. Answers form the Quest. "If your children have access to the internet how many hours 
they use it per day?" 
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Figure 51. Answers on the Quest. "Do you check where exactly your children surf on the Internet?" 
 

 

Figure 52. Answers on the Quest. “Did you see anytime, that your children were at an 
inappropriate 

for his/her age area on the internet?” 

 

Figure 53. Answers on the Quest. “Do you use any program or software that monitors your 
childrens’ 

behaviour on the internet?” 
 

8.4.2. Software & Add-ons evaluation results 

In this section we include the results of the study of the 3 security tools after the analysing the 

answers from the questionnaires.  
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Qustodio Analysis: Qustodio was the first software that we examined through the eye tracker 

system. We can see below some pictures from the use of the software using eye tracking evaluation 

software. 

 

Figure 54. Installation page 
 

 

Figure 55. Import children 
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Figure 56. Choose categories of content to be blocked 
 

MetaCert Analysis: MetaCert was the second software that we investigated.  Bellow you can see 

pictures from the eye tracking software while parents were using it. 

 

Figure 57. Notification that website is blocked (Facebook) 
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Figure 58. Variety of keywords that are banned 
 

In table 1 we provide the usability scores provided by the parents for the three software. 

 Qustodio 

[rating score] 

MetaCert 

[rating score] 

Tiny Filter Pro 

[rating score] 

Ease to use 3.3 4 4.7 

 Interface 3.4 4.1 4.57 

Pleasant Environment 3.7 4 4.57 

Navigation Protection 4.2 3.38 4.14 

Prevent Malicious 
Users 

3.6 3.14 3.14 

Promote Safety 3.9 3.71 4 

Prevent Sexual Content 4.4 4.29 4.43 

Willingness to Adopt 2.4 3.29 4 

Change operation by 
children 

2.3 2.71 2.14 

 Table 1. Table of average rating score per parameter for each software 
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9. Discussion / Conclusion 
This deliverable reports on six studies carried out to investigate the user and societal aspects of 

security and privacy of OSNs.   

 

This was achieved through three review based studies and three experimental studies that looked 

at:  

 

(a) User behavior and experience when faced with security and privacy risks on OSN (study 1). The 

literature in study 1 helped us document the types of concerns and behaviors users have when faced 

with security and privacy risks online and on OSNs more specifically  

 

(b) Cyberbullying (study 2). This study helped us document the different user profiles that appear in 

OSNs during cyberbullying activity.  

 

(c) E-safety in Web 2.0 Learning Environments (study 3) which helped us identify the security and 

privacy challenges when using web2.0 services for learning.  

 

(d) a study discovering social bridges in Microblogs (study 4) which helped us to demonstrate how 

Social Network Analysis can reveal useful information regarding OSN security and privacy.  A new 

category of influential Twitter users is identified and associated with malicious behavior across the 

Twitter user graph. The different behavioral patterns of these two categories of users that pose 

dangers to particularly vulnerable groups of users (such as children) and their intrinsic characteristics 

are explored to allow for alerts to occur when a new connection is added. In the future, we plan to 

expand the features used to include semantic or textual information and apply our best performing 

classification scheme to other OSNs, as well. 

 

(e) an extensive survey of use of OSNs by minors (study 5) in three different countries (Greece, UK, 

Cyprus) revealing individual and cultural differences in terms of security and privacy in OSNs 

 

(f) a usability evaluation of fraud detection systems (study 6) revealing limitations and prospective 

design considerations regarding OSN privacy and security detection software. 

 

The results of these studies and task (T3.1), in combination with the upcoming tasks (T3.2, T3.3) will 

lead to the development of design guidelines for the design of OSN privacy and security detection 

software systems (T3.4). 
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10. Appendices 

10.1.  Appendix 1: The Questionnaire used in the study  
 

This questionnaire created for research purposes of ENCASE project (Enhancing security and privacy 

in the Social web | More at the website: encase.socialcomputing.eu). This questionnaire aimed 

mainly at students aged between 12 to 17 who hold personal account/s in social networks. It is 

asserted that the participation is anonymous and confidentiality of the participants' data items will 

be strictly maintained. 

_________________________________________________________________________________ 

 

Gender: 

□ Male 

□ Female 
 

City of residence:   □ Milton Keynes        □ Other ___________ 

Age: ____ Educational level: 

□ Middle School 

□ High-School 

□ Higher Education 

□ Don’t answer 

 

Part A 

1. In general, how concerned are you about security on the Internet? (e.g people reading your email, 

finding out what websites you visit, etc.) 

□ Not at all concerned 

□ A little concerned 

□ Somewhat concerned 

□ Very concerned  

□ I know I should be concerned, but I'm not 

 

2. Are you willing to use your credit card on the web? 

□ Yes 

□ No 
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□ Don’t answer 

 

3. Do you buy online? 

□ Yes 

□ No 

□ Don’t answer 

 

4. Do you think rating on how "secure" is one specific website is it helpful or have any value to you? 

□ Yes 

□ No 

□ Don’t answer 

 

5. While using the internet, have you ever done any of the following things?  Have you ever [insert 

items - a, b & c] while you used the internet: (circle your answer) 

a. used a temporary username or email address?                                   

Yes / No / Don’t answer / Don’t know 

b. used a fake name or untraceable username?                                         

Yes / No / Don’t answer / Don’t know 

c. given inaccurate or misleading information about yourself?             

Yes / No / Don’t answer / Don’t know 

 

Part B  

1. Are you a member of any online social network? 

□ Yes 

□ No 

 

2. How many social networking sites/communities are you a member of? 
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□ None 

□ 1 - 4 

□ 4 - 8 

□ More 

 

3. I joined for the first time a social network at age of _____. 

4. Usually, how do you access your social network account? (You can choose more than one) 

□ PC / Laptop 

□ Smartphone 

□ Tablet 

□ Other (please specify): _______________________________ 

5. On average, how much time do you spend daily on social networking sites? 

□ Less than 1 hour 

□ 1 - 2 hrs per day 

□ 3 - 4 hrs per day 

□ 4 - 6 hrs per day 

□ 6+ more hrs per day 

 

6. How many contacts/friends do you have in total in all of your social networks sites? (Select with a √) 

Fewer than 

150 

 

150-300 

 

301-600 

 

601-900 

 

901-1500 

 

1500-2500 

More than 

2500+ 

       

 

7. About how many of your friends on your social networks sites do you consider that you know 

them?   

□ All of them 

□ Most of them 

□ About half of them 

□ A few of them 
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8. Do you accept friend requests / or follow request from strangers who are on social network sites? 

□ Yes 

□ Sometimes 

□ No 

9. Have you ever met with somebody (you didn't know personally before) after chatting through a 

social network site? 

□ Yes 

□ No 

□ Don’t answer 

10. Would you trust random strangers to view your profile?  

□ Yes 

□ No 

□ Don’t answer 

11. Do you trust all your connected friends with all parts of your profile? 

□ Yes, all these friends 

□ Some of these friends 

□ No 

□ Don’t care 

12. Are you “connected” with stranger “friends” from abroad on your social network accounts? 

□ Yes 

□ No 

13. Do you ever worry about how much information is available about you on the internet, or is that 

not something you worry about? 

□ Yes, worry about it  

□ No, don’t worry about it 

□ Don’t know 

14. How concerned are you about your security and privacy of your sensitive content  

(personal information) on your social networks? 
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□ Not at all concerned  

□ A little concerned  

□ Somewhat concerned  

□ Very concerned  

□ I know I should be concerned, but I'm not 

15. Are you interested in controlling the privacy settings of your account? 

□ Yes 

□ No 

□ I don’t know 

16. Have you changed the privacy settings of your account/s? 

□ Yes 

□ No 

□ I don’t know 

17. How do you control the privacy settings of your social media accounts? Select the most valid for 

you 

□ I adjust my privacy settings to control who has access to what I publish on my account 

□ I am aware of different levels of privacy but don’t really care about controlling them 

□ I am not sure how I can control the privacy settings on my social media accounts 

□ Other (please specify): ___________________________________________________ 

18. What device do you use to change the privacy settings? 

□ My mobile phone  

□ PC / laptop 

□ PC / Laptop and Mobile phone 

□ Other (please specify): ___________________________________________________ 

19. Please indicate if now online you provide the following information for yourself in one of your 

social accounts (If Yes please select in which privacy settings provided) (Note with √ / x ) 

Personal Details: 

YES 

In public view 

YES 

In friends/followers 

view 

YES 

With “only me” 

view (locked) 

 

NO 
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Real Name     

Real Surname     

A photo of you     

Photos of your 

friends  

    

Your cell number     

Which groups/orgs 

you belong to 

    

Friends list / 

Followers list 

    

Things you’ve 

written using your 

name 

  

 

 

 

  

Your 

employer/company 

you work for 

    

Your 

school/university 

you study/studied 

   

 

 

 

Your relationship 

status 

    

Your email address     

The date of your 

birthday 

    

Your birth year     

Video of you     



 

 

Deliverable D3.1 “Report on user and societal aspects, and on usability of 
security and privacy OSN systems” 

 

 
71 

 

Your political views     

Nationality     

Religion     

Links to other social 

accounts of you 

    

 

20. From the elements of Q.19 page 5 (left column), please note at least 1 (to 3) personal details, 

which you perceive them as important sensitive content for yourself. 

1.________________________ 

2. (optional) ________________________ 

3. (optional) ________________________ 

21. Do you think controlling access to certain content on your profile is necessary for your accounts 

on online social networks? 

□ Yes 

□ No 

□ Don’t care  

22. Do you think you can recognize a fake account? 

□ Yes 

□ Sometimes 

□ No 

□ Don’t answer 

 

23. Have you ever provide fake personal details: 

 Yes No 

a) to create a personal account in social network site?   

b) during chatting through social network site?   

c) when you answer questions from strangers?   

 

24. Please note the if you agree or not with the following statements: Please choose with √ from a 
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scale of 1 to 5 

1: Strongly Disagree / 2: Disagree / 3: Maybe / 4: Agree / 5: Strongly agree 

 1 2 3 4 5 
I understand that there are dangerous people in social network sites      

I don’t believe that there are dangers if the stranger "friend" lives abroad      

The nationality of the stranger "friend" affects me to what way I can interact with 
him/her 

     

During chatting in social network site If a local "friend" asked me to provide some 
personal details, maybe I would do it. 

     

During chatting in social network site If a "friend" from abroad asked me to provide 
some personal details, maybe I would do it. 

     

 

25. During your experience in social networks have you ever found yourself to be faced with a cyber 

bullying? 

□ Yes 

□ No 

□ Don’t answer 

26. During your experience in social networks have you ever found yourself to be faced with the 

threat sexual abuse in your private life? 

□ Yes 

□ No 

□ Don’t answer 

27. Have you ever "fight" with somebody another user on your social network account? (e.g. during 

chatting, or in comments on a post) 

□ Yes 

□ No 

□ Don’t answer 

28. Through your experience on social networks have you ever feel that you are in danger in some 

way? 

□ Υes 

□ No 

 

Part C  
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1. Are you satisfied with current privacy controls methods?  

□ Yes 

□ No 

□ Don’t care 

2. Would you prefer more advanced settings to protect your privacy on online social networks? 

□ Yes 

□ No 

□ I don’t know 

3. Would you be eager to provide individual characteristics to protect your personal data online? 

□ Yes 

□ Maybe 

□ No 

□ I don’t know 

4. If a new tool applied to your social networks accounts with a goal of an implicit protection of your 

sensitive content information, how acceptable are you to provide to the system characteristics such 

as: 

Please choose with √ from a scale of 1 to 5 

1: Strongly Disagree / 2: Disagree / 3: Maybe / 4: Agree / 5: Strongly agree 

 1 2 3 4 5 

a) your face scan?      

b) your finger prints?      

 

5. Do you think you would feel more protected if you provide these characteristics? 

□ Yes 

□ Maybe 

□ No 

□ I don’t know 

 

Follow-up Questionnaires: Would you be interested in taking part in follow-up questionnaires of the 

research in the future? 
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□ Yes, why not   □   No sorry   

If you have chosen “Yes” in the above question, please tell us your email address: 

Εmail: ___________________________________ 

 

Thank you very much for your participation and your time! 
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